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                      (4.13) 

Note that can be calculated from Figure 4.6 as 

                                            (4.14) 

 

 

 

 

 

 

 

Figure 4.6: Coverage area calculation from distance perspective 

 

Likewise, the duplicated area between  and  can be obtained as well as that 

between the forwarding nodes  and , that is 
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Hence, the total broadcasting coverage area can be expressed as 

 

Recall, the idealized case, where the forwarding nodes are exactly located in relaying 

areas without any angle errors. In this case,  

rddd YYYYYY 3
323121 ,,,   

By contrast, the effects of distance error due to the position of  3,2,1  
0),( oitx iY

o
 in the 

relaying area is that  

323121 ,,, YYYYYY ddd  . 

4.4 Node Displacement Worst Case Scenario 

This section presents the worst-case scenario of nodes displacement from ideal 

location. Furthermore, the effect of such node displacement on the overall performance 

is investigated. Figure 4.7 shows the worst case scenario of relaying nodes selection. 

The transmission area is divided into three sectors where the middle line of each sector 

represents 120 angle i.e. the middle line of first sector is at 
3

2
, the middle line of 

2

,

,

,

,
2

1
2

arccos2)( 32

32

32

32 


















YY

YY

YY

YY

d
d

d
dSV

)1(for            
2

1
2

arccos2

2

,

,

, 32

32

32

2


















 r

d
d

d
A

YY

YY

YY

Y 

)1(for            
2

1
2

arccos23
3

1

2

,

,

,3

1

1

1

1
 





































r

d
d

d
AA

o

oioi

oioi

oioi

o
oi i

YY

YY

YY

i
YY 



74 
 

 
 
 

second sector is at 
3

4
and the middle line of third sector is at 360 degrees. Therefore, 

the ideal location for each sector is at transmission boundary of each middle line         

i.e.  r=1.  

As stated in Lemma 3.1, each sector can have only one relaying node. Due to 

the lack of GPS based host node positioning information, the three relaying nodes are 

selected randomly. From Figure 4.7, if the nodes Y1, Y2 and Y3 are selected as relaying 

nodes, then this represents the worst-case scenario of nodes displacement from ideal 

location in terms of horizontal displacement. From the figure, it can be seen that there 

are two major problems. The first problem is that the transmission range of relaying 

nodes in sector 1 and sector 3 are overlapping such that each node is almost covering 

most of the other nodes transmission range. This obviously results in severe contention 

and collision in the network especially in the high density network. Furthermore, this 

may also result in both redundant retransmissions and transmission failures. The 

second problem is the uncovered area between sector 1 and sector 2. This may badly 

affect reachability as the relaying nodes are located in uncovered area so that the packet 

relay is failure. In practice, such problem may not seems to be severe within the first 

few hops but as the number of hops increase the gap increases and it results large 

number of nodes uncovered. To overcome these two problems, some specific 

conditions and guidelines are discussed in the following section to resolve these 

problems. 
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Figure 4.7: Node displacement worst case scenario 

 

4.5 Node Displacement Error Mitigation 

This section discusses conditions to mitigate the problems listed in Section 4.4. 

The major problem is the random selection of relaying nodes especially in worst-case 

scenario in which selected relaying nodes are close to transmission boundary of 

neighboring sector. In order to resolve this problem, this section introduces a new 

concept called gaps.  The main idea of this concept is to introduce a gap between each 

neighboring sectors under the condition that nodes located inside a gap will not act as 

relaying nodes. The gaps between neighboring sectors are able to reduce the relaying 

area sizes and in turn to reduce the overlap between relaying nodes. Figure 4.8 shows 

the proposed solution to overcome the problems listed in Section 4.4. From Figure 4.8, 
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it can be seen that the new concept of gap is able to greatly reduce the overlap between 

the nodes Y1 and Y3. Furthermore, it is also able to reduce the uncovered area as 

compared with the worst-case discussed in Section 4.4. To further reduce the overlap 

and reduce uncovered area it can be done by increasing the gap between relaying 

sectors. However, this scheme has also some drawbacks. Increasing the gap between 

sectors will decrease the relaying area size and which in turn reduce the probability of 

finding a node in relaying areas. This means that as the gap increases the node density 

should also increase in order to ensure some nodes can be found in relaying area. This 

issue will be discussed in details in the following chapter. 

 

Figure 4.8: Node displacement error rectification 
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4.6 Summary 

This chapter presents a theoretical analysis regarding the problem of node 

displacement from ideal location. It has discussed some of the major factors that lead 

to nodes displacement from ideal locations. The discussion has been under the 

following three topics, including the nodes deployment strategy, the low nodes density 

and high nodes mobility, which are known as the three most important factors. Nodes 

displacement form ideal location can be viewed from two different perspective: the 

distance from the source node and the angle. The analysis has shown the effect of these 

two factors on total coverage which are presented by Lemma 4.1 and Lemma 4.2, 

respectively. Furthermore, the worst case scenario of node displacement from ideal 

locations is also discussed by focusing on two major problems. The first problem is 

that the transmission range of relaying nodes located in two neighboring is greatly 

overlapping. This obviously leads to contention, collision and eventually results in 

transmission failure. The second problem is the uncovered area caused by nodes 

displacement from ideal locations. This problem will also greatly affect nodes 

reachability as many nodes will be uncovered. To overcome these two problems, some 

specific conditions and guidelines are presented which help reduce the node 

displacement effect on overall performance in terms of reachability. Finally, this 

chapter proposed to introduce gap between every neighboring sectors so that to shrink 

the relaying areas size. This approach is able to greatly reduce the overlap between the 

relaying nodes located in neighboring sectors and also reduce the uncovered area.  
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Chapter 5: Protocol Development for the Broadcasting Relay in Ad hoc 

Network without Node Positioning 

 

First, this chapter proposes an efficient ad hoc based broadcasting scheme 

called Random Directional Broadcasting Relay (RDBR) scheme based on the 

conditions presented in Lemma 3.1. The proposed scheme utilizes directional antennas 

to provide efficient broadcasting without relying on node position, network topology 

and complex AoA calculations.  Then, this chapter presents an improved version of 

the proposed RDBR scheme which utilizes the conditions presented in Chapter4 to 

mitigate the node displacement problem. The proposed RDBR schemes use ideally 

sectorized multi-beam directional antenna model for transmission which is widely 

used model in the literature. Furthermore, this chapter also discusses the shortcomings 

of the RDBR scheme and the advantages of the improved RDBR scheme over RDBR 

scheme.  

5.1 Overview 

The main challenge related to broadcasting relay in critical ad hoc networking 

environment is how to minimize the number of relaying nodes and reduce end-to-end 

delay while achieving high delivery ratio [1][15][16]. This is due to the fact that 

broadcast relay schemes usually utilize a large number of relaying nodes to guarantee 

high reachability. However, such schemes consume a large portion of network 

bandwidth that may lead to severe contention and collisions in the network due to 

redundant rebroadcasts [15]. From this point of view, broadcasting schemes need to 

utilize less number of relaying nodes in order to reduce the contention and collision in 

the network and hence reduce the bandwidth consumption. However, the shortcoming 
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5.3 Antenna Model 

This section considers a multi-hop ad hoc network with Y mobile nodes 

equipped with directional antennas. Specifically, each node is equipped with a single 

radio transceiver and M switched-beam directional antennas as shown in Figure 5.1. 

Each beam is covering a partial area around the transmitter and together they cover the 

entire area. The multi-beam directional antenna model is widely used in the 

literature [53][56][57][59][74][73]. It is assumed that every node is capable of 

switching any or all the beams to active or passive mode, in which only selective beams 

are allowed to communicate whereas the remaining beams are set to idle state. Note 

that if all beams of a node are turned on at the same time, it can transmit and receive 

signal in all directions like omni-directional antenna. This means that the directional 

antennas can be used as omni-directional antennas if and only if all the beams of a 

node are active. However, turning all the beams of a node on at the same time will 

result in distributing the signal power evenly across all sectors and as a result the 

antenna gain will be reduced.  

In this study, it assumed that the transmission range for both directional and 

omni-directional antennas is the same. The reason behind this assumption is two-fold: 

first, this assumption simplified the calculation of the coverage area. Second, this 

assumption guarantees a fair comparison between broadcasting schemes that use 

directional antennas like the proposed schemes and other schemes that use omni-

directional antennas. Otherwise, it would be unfair to compare broadcasting schemes 

with larger transmission range (i.e. based on directional antenna) with broadcasting 

schemes with shorter transmission range (i.e. based on omni-directional antenna). This 

is due to the fact that the directional antenna based schemes tend to have a longer 
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5.4 Random Directional Broadcasting Relay (RDBR) Scheme Using Directional 

Antenna 

In order to provide efficient broadcasting in a critical ad hoc environment in 

which both the topology and location information are not available, a novel 

broadcasting scheme called Random Directional Broadcasting Relay (RDBR) scheme 

is proposed. In the proposed RDBR scheme, a source node O has Ym (m = 1, 2, …, M) 

where M is the index of directional antenna associated with the source node O) 

neighboring nodes located inside of coverage area by a specific sector of directional 

antenna which has the an azimuthal beamwidth of 360o/M. The source node O is 

searching one suitable neighboring node Ym among Y nodes inside of the coverage area 

of each directional antenna beam, respectively to relay the data packets. Thus the 

problem is how to select only one node as the relaying node. On the other hand, the 

RDBR scheme needs to select the node located farthest away from the source node in 

order to reduce the number of rebroadcasts.  In the following description, it is assumed 

that all nodes are equipped with 3-beam directional antennas with equally azimuthal 

beamwidth of 120o per direction beam. The reason to select 3-beams directional 

antenna is that only three relaying nodes are required to achieve the upper bound of 

transmission coverage as discussed by Lemma 3.1 in Chapter 3. In the RDBR scheme, 

the relaying node is selected on distance - delaying mechanism. That is, each potential 

relaying node is assigned a waiting time inversely proportional to the distance between 

the potential relaying node and the source node. The proposed random directional 

broadcasting scheme is described by the following flow-chart diagram as shown in 

Figure 5.2 



85 
 

 
 
 

 

Figure 5.2: Flowchart of RDBR Scheme  
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Step 1: Packet Broadcasting 

Based on the steps described in Figure 5.2, a source node O  randomly selects a 

direction as reference point )(to


and broadcasts a packet at time t  by three directional 

antenna beams simultaneously. All Ym (m = 1, 2, 3, …, M) nodes located inside of the 

transmission range of directional antenna beams receive the packet. The header of the 

packet sent by the source node O , as shown in Figure 5.3, consists of the following 

parameters: 

a. Packet ID is a unique identifier attached to each data packet which is created by the 

source node. Packet ID is used to detect and drop duplicate packets. 

b. Timestamp specifies the time of packet creation by the source node, and it remains 

unchanged through broadcasting process. Timestamp is used to calculate the data 

dissemination delay. 

c. Source ID is a unique ID that identifies the source node that created the message. A 

source ID can be represented by unique identifier such as the MAC address of the 

source node. The Source ID remains unchanged throughout data dissemination 

process and is not changed by relaying nodes. The combination of Source ID and 

Packet ID are used by the potential relaying nodes to distinguish between different 

messages.  

d. Sender ID is a unique ID that identifies the selected relaying node. The value of this 

field changes every time a message is forwarded by a relaying node. As was the case 

with the source ID, the sender ID can also be represented by the MAC address of the 

relaying node. 

e. Th is a distance threshold to indicate the distance from O beyond which the nodes are 

allowed to rebroadcast the packet where Th ≤ d ≤ r. the symbol d represent the distance 
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between the source node and the receiving node and r is the transmission range of the 

node.  

f. k indicates the id of the beam from which the packet was sent where k = 1,2 or 3. This 

parameter is used to eliminate redundant retransmissions received from other relaying 

areas.  

g. Time-To-Live (TTL) indicates the maximum number of relaying hops a packet can 

travel. The value of TTL decreases as the number of hops increases. 

 

Packet ID Timestamp 
Source 

ID 

Relay 

ID 
Th k TTL 

 

Figure 5.3: The format layout of packet header for broadcasting 

 

Step 2: Packet Relaying 

Upon receiving the packet, node Y inspects the received packet with the following 

procedures: 

a. If the packet has been received more than one time, the packet is discarded. This is 

done by checking the id of the received packet. 

b. If TTL of the received packet is equal to zero, the packet is discarded. 

c. If the distance between Y and ,O denoted as d is less than Th, then the packet is 

discarded. Note that ,d can be obtained using received signal strength. 

d. If and only if when  d ≤ Th then the node Y is located inside of one of three relaying 

areas where
kS indicates the relaying areas.  

e. Each potential relaying node will set a distance based waiting time using the following 

formula:  

waitTime = maxWait.(R2-|d |)/R2 + jitter 
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where maxWait is the maximum waiting time a potential relaying node waits before 

retransmitting the packet, R is the transmission range of the source node, d is the 

distance between the sender and receiver and jitter is a small random waiting time 

used to prevent nodes located at similar distance from the source node to transmit 

concurrently. 

f. When waiting time of a potential relaying node Y expires, the node Y broadcasts the 

packet in three directions using three beams simultaneously. All nodes within the 

transmission range of the node will receive the packet including the remaining 

potential relaying nodes.   

g. Each potential relaying node will examine the received packet. Since the received 

packet is a duplicate packet, each potential relaying node checks the beam number k 

of the packet along with the packet id, if the beam number and packet id are the same, 

all potential relaying nodes within that particular beam will simply drop the packet 

and cancel the waiting process.  

h. If the beam number is not the same then the potential relaying node will simply ignore 

the packet and continue waiting until the timer of one of the potential relaying nodes 

in that particular beam expires. 

 

Step 3: Failure of Recovery 

After the source node O sends out a packet, it should receive the same packet from 

each relaying node within a time of YT  (
propY tT 20  ) as the acknowledgement of 

broadcasting success [50]. Otherwise, the source node needs to rebroadcast the packet 

using the beam from which it does not receive a relaying packet.  
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Sector Number 

 

Figure 5.4: Random Directional Broadcasting Relay Scheme (RDBR) 

 

Figure 5.4 shows an example of the proposed broadcasting scheme with 3-

beam directional antennas with equally azimuthal beamwidth of 120o per direction 

beam. The source node O broadcasts packets using these three beams of the directional 

antenna simultaneously. All nodes within the transmission range of the source node 

receive the packet. The neighboring nodes such as node Y7, Y5 and Y6 that are far 

away from the source node(s) more than the neighboring node such as Y2, Y16 and Y8 

and therefore, will act as relaying nodes. On the other hand, the inner neighboring 

nodes such as node Y14, Y12 and Y9 that are geographically close to the source node(s) 

will be prevented from relaying the packets. This novel defer-time scheme will greatly 

reduce the number of redundant rebroadcast and reduces both contention and collision. 

In summary, the proposed approach has the following features: 
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First of all, the broadcasting relay is performed on demand basis, which does 

not require network topology discovery and maintenance as well as the relevant 

routing algorithm across the entire network. This feature is able to save the resources 

in terms of overhead, bandwidth and energy associated in the process of discovering 

and maintaining network topology and routing table. This feature has great value in 

practice comparing to conventional topology-based broadcasting relay scheme. It is 

extremely important to sensor network, which usually has limited energy, 

communication capacity and computing power. 

Second, the proposed approach deploys angle based broadcasting in three 

directions  1,2,3     ,
3

2
)()(,  oooio iittx

o





 with the transmission angle











3
)(0   ),()(,


 tttx ooio o


 .  Note that both the broadcasting direction and 

transmission angle can be dynamically changed from packet to packet. Therefore, this 

feature is able to significantly reduce the probability that the broadcasting is detected 

by enemy’s electronic warfare system comparing to that conventional geometry-based 

broadcasting relay schemes. 

Third, the proposed scheme does not require node’s location information that 

satisfies the critical environment conditions where GPS is not available or not reliable 

such as in the battlefield due to electronic warfare interference. By contrast, both 

topology-based and geometry-based broadcasting relay schemes are compulsory to 

have pre-known node’s location information for discovering and maintaining the entire 

network topology and routing table.    

The node density distribution function certainly has some effect on the 

performance of the proposed broadcasting relay scheme. Note that this proposed 

broadcasting relay scheme is also capable to be used in an environment where nodes 



91 
 

 
 
 

are arbitrary distributed rather than uniformly distributed. In this case, it needs to adjust 

the broadcasting directions )(to


 according to the nodes arbitrary distribution pattern 

with suitable parameters including both the forwarding angle )(to and )(tro in order 

to improve the efficiency. However, the key issue related to this problem is the nodes 

arbitrary distribution pattern. This is the research focus of the Chapter 4. 

5.5 Controlling Redundant Receptions 

A random delaying scheme (RDS) is used to assigns each potential relaying 

node a different defer time according to its distance from the source 

node [15][16][32][50]. The distance between a neighboring node and the source node 

can be estimated from the received signal strength [1][2][12][24][36]. Recall the 

distance based defer time mechanism as described in Chapter 2, the basic idea of RDS 

is that a node located inside the symmetric area waits a calculated amount of time 

before rebroadcasting the packet. This defer time is inversely proportional to the 

distance between the source node and the relaying node. 

In the proposed RDBR scheme, each neighboring node first calculates how far 

it is from the source node and then determines whether it is located inside of a relaying 

area or not. If a neighboring node is not located inside of a relaying area, it will simply 

drop the packet. Otherwise, a neighboring node that is farther away from the source 

node will be assigned a shorter defer time. Generally, the larger the distance between 

the source node and a neighboring node, the shorter the defer time. The idea is to let a 

neighboring node covering more new area to rebroadcast the packet. Note that a 

neighboring node closer to source node will be abandoned from rebroadcasting. That 

is, the farthest neighboring node from the source node rebroadcasts earlier than other 

neighboring nodes. The formula for calculating the defer time is given below: 
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Selected 

Relaying 

Node in 

Sector 1 

 

waitTime = maxWait.(R2-|d |)/R2  

 

where maxWait is the maximum waiting time a potential relaying node waits before 

retransmitting the packet, R is the transmission range of the source node, d is the 

distance between the sender and receiver. 

Figure 5.5 shows the defer time scheme of the proposed RDBR scheme. In 

Figure 5.5, the neighboring nodes such as node Y5, Y6 and Y7  that are far away from 

the source node(s) more than the neighboring node such as Y1,Y2, Y3, Y4, Y8, and Y16 

and therefore, will act as relaying nodes and will be assigned shorter defer time than 

other neighboring nodes. On the other hand, the inner neighboring nodes such as node 

Y9, Y10, Y11 and Y13 that are geographically close to the source node(s) will be 

prevented from relaying the packets. This novel defer-time scheme will greatly reduce 

the number of redundant rebroadcast. 

 

Figure 5.5: Defer time assignment 

Selected 

Relaying 

Node in 

Sector 3 

Selected 

Relaying 

Node in 

Sector 2 
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In order to prevent potential relaying nodes located at similar distance from the 

source node and belongs to the same beam, to retransmit concurrently, a small random 

jitter time is added to the waiting time. This jitter time is used to avoid collisions and 

redundant transmissions by potential relaying nodes located at the same distance from 

the source node. However, when compared to defer waiting time, jitter waiting time is 

much less than defer waiting time and hence its effect on the end-to-end delay could 

be neglected. The amended defer time formula is given below: 

waitTime = maxWait.(R2-|d |)/R2 + jitter 

5.6 Problem Formulation 

The success or failure of each transmission is greatly dependent on the density 

of nodes in the network and the size of relaying area. More specifically, the 

beamforming angle and lower transmission boundary of relaying area, Th, have a great 

effect on the overall performance of the proposed RDBR scheme as these two 

parameters define the size of relaying area. In general, the relaying area size is a trade-

off between transmission failure and communication overhead. It is clear that less 

relaying area reduces packet collision, bandwidth wastage and requires fewer number 

of hops to reach the destination but more prone to transmission failures due to small 

number of nodes. On the other hand, more relaying area is less prone to transmission 

failures due to large number of nodes involved. However, it requires higher number of 

nodes to reach the destination and the performance of the system in terms of collision 

and bandwidth consumption may shrink down.  

As was described on in Section 5.2, the design of the proposed scheme depends 

on two key concepts:  random selection of transmission directions and distance based 
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defer waiting time. However, the proposed RDBR scheme has some limitations. The 

RDBR scheme suffers from the problem of nodes displacement from ideal locations 

as discussed in Chapter 4. Nodes displacement from ideal locations can result in the 

following two critical problems. First, the transmission range of some of the selected 

relaying nodes are overlapping such that each node is almost covering most of the 

other nodes transmission range. This can lead to severe contention and collision in the 

network especially in the high density network. The direct impact of contention and 

collision is both high redundant retransmissions and transmission failures.  

The second problem is the uncovered area between neighboring sectors. This 

will greatly affect reachability as the nodes located in uncovered area will not receive 

the packet. Chapter 4 discusses some conditions to minimize the effect of nodes 

displacement from ideal locations. This is done by introducing a gap between each 

neighboring sectors such that nodes not located inside dedicated sectors are not act as 

relaying nodes. The gaps between neighboring sectors are able to reduce the relaying 

area sizes which will in turn reduce the overlap between relaying nodes. Furthermore, 

the gap will also greatly reduce the uncovered area between neighboring sectors. 

However, this scheme has some drawbacks. Increasing the gap will decrease the 

relaying area size and which in turn reduce the probability of finding a node in relaying 

areas. This means that as the gap increases the node density should also increase in 

order to ensure some nodes will be found in relaying area. Therefore, the gap should 

be selected such that it increases reachability while reducing contention and collision. 

This scheme will only work in high density networks to increase the probability of 

finding nodes in relaying areas after introducing gaps between sectors. In next section, 

the improved Random Directional Broadcasting Scheme (RDBR) which greatly 
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reduces the contention and collision in high density networks and does not require any 

extra cost other than the increased number of directional antenna beams.  

5.7 Improved RDBR Scheme 

An improved broadcasting scheme has been designed to overcome the 

shortcomings of RDBR with respect to nodes displacement from ideal locations. The 

improved RDBR scheme is a directional antenna based broadcasting scheme that 

carefully selects relaying nodes instead of randomly selecting them. The proposed 

scheme relies on received signal strength to estimate the distance between the source 

nodes and the neighboring nodes without requiring any prior knowledge about network 

topology. Furthermore, the improved RDBR scheme chooses a smallest subset of 

neighboring nodes to rebroadcast the message and hence reduces the communication 

overhead and reduces transmission failures. Similar to RDBR, improved RDBR 

scheme attempts to increase packet delivery ratio while reducing the overhead. 

Conversely to the RDBR scheme, the improved RDBR scheme reduces the overlap 

between selected relaying nodes and therefore is able to resolve collisions and 

contentions between selected nodes.  

The improved RDBR scheme is able to achieve higher reachability while 

reducing the number of rebroadcasts by selecting the relaying nodes that are farthest 

away from the source node. For convenience of presentation, the following description 

considers that all nodes are equipped with 6-beam directional antennas. Note that this 

scheme can be applied to other 3m-beam (m = 1,2,3,…,M) directional antennas.  Each 

beam of the directional antenna represents a sector and each sector can only have one 

relaying node. Therefore, the proposed scheme requires only three relaying node i.e. 

one relaying node per beam. The reason behind selecting six beams directional antenna 
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is that only three relaying nodes are required to achieve the upper bound of as was 

discussed in Lemma 3.1 and the remaining three sectors are used as gaps between 

neighboring sectors as was discussed in Lemma 4.2. The relaying nodes are selected 

using a distance based delaying mechanism. Each potential relaying node will be 

assigned a waiting time inversely proportional to the distance between the potential 

relaying node and the source node. A small random jitter is used to prevent potential 

relaying nodes located at similar distance from the source node and belongs to the 

same beam, to retransmit concurrently. The proposed random directional broadcasting 

scheme is described by the following flow-chart diagram as shown in Figure 5.6. 
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Figure 5.6: Flow-Chart of improved RDBR scheme 
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Step 1: Packet Broadcasting 

Based on the steps described in Figure 5.6, a source node O  randomly selects a 

direction as reference point )(to


 broadcasts a packet at time t  using three beams out 

of six beams simultaneously. All nodes within the transmission range of source node 

O  will receive the packet. The source node randomly selects three beams such that 

the potential relaying nodes will be only selected from these beams. There are only 

two possible selections: the sectors 1, 3 and 5 or the sectors 2, 4 and 6. The unselected 

sectors will act as gaps to reduce the overlap between selected relying nodes. The 

neighboring nodes are denoted as Y . The header of the packet sent by the source node 

O consists of the following parameters as shown in Figure 5.7. 

a. Packet ID is a unique identifier attached to each data packet which is created by the 

source node. Packet ID is used to detect and drop duplicate packets. 

b. Timestamp specifies the time of packet creation by the source node, and it remains 

unchanged through broadcasting process. Timestamp is used to calculate the data 

dissemination delay. 

c. Source ID is a unique ID that identifies the source node that created the message. A 

source ID can be represented by unique identifier such as the MAC address of the 

source node.  

d. Sender ID; is a unique ID that identifies the selected relaying node. The value of this 

field changes every time a message is forwarded by a relaying node. As was the case 

with the source ID, the sender ID can also be represented by the MAC address of the 

relaying node. 

e. Th is a distance threshold to indicate the distance from O beyond which the nodes are 

allowed to rebroadcast the packet where Th ≤ d ≤ r. 
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f. k indicates the id of the beam from which the packet was sent where k = 1,2,3,…, 6. 

This parameter is used to eliminate redundant retransmissions received from other 

relaying areas.  

g. Time-To-Live (TTL) indicates the maximum number of relaying hops a packet can 

travel. The value of TTL decreases as the number of hops increases. 

 

Step 2: Packet Relaying 

Upon receiving the packet, node Y  inspects the received packet with the following 

procedures: 

a) If the packet has been received more than one time, the packet is discarded. This is 

done by checking the id of the received packet. 

b) If TTL of the received packet is equal to zero, the packet is discarded. 

c) If the distance between Y  and ,O denoted as d is less than Th, then the packet is 

discarded. Note that ,d can be obtained using received signal strength. 

d) If and only if when d ³Th, then the node Y  is located inside of one of three relaying 

areas where
kS indicates the relaying areas.  

e) Each potential relaying node will set a distance based waiting time using the formula 

described in Section 5.5.  

f) When waiting time of a potential relaying node Y expires, the node Y broadcasts the 

packet in three directions using three beams simultaneously. All nodes within the 

transmission range of the node will receive the packet including the remaining potential 

relaying nodes.   

g) Each potential relaying node will examine the received packet. Since the received 

packet is a duplicate packet, each potential relaying node checks the beam number k of 

the packet along with the packet id, if the beam number and packet id are the same, all 
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potential relaying nodes within that particular beam will simply drop the packet and 

cancel the waiting process.  

h) If the beam number is not the same then the potential relaying node will simply ignore 

the packet and continue waiting until the timer of one of the potential relaying nodes 

in that particular beam expires. 

 

Step 3: Failure Recovery 

After the source node O sends out a packet, it should receive the same packet from 

each relaying node within a time of 
YT  ( propY tT 20  ) to acknowledge the 

broadcasting was successful. Otherwise, the source node will rebroadcast the packet 

using the beam from which it didn’t receive an acknowledgment.  

 

 Figure 5.7: Improved Random Directional Broadcasting Relay Scheme 
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Figure 5.7 shows an example of the improved RDBR broadcasting scheme 

with 6-beam directional antennas. The source node O randomly choses three sectors 

out of six sectors in this example the selected sectors are 1, 3 and 5. The remaining 

sectors 2, 4 and 6 acts as gaps between neighboring sectors. The source node then 

broadcasts a packet using all beams of the directional antenna simultaneously. All 

nodes within the transmission range of the source node receive the packet. The nodes 

located in gaps (the idle sectors) will receive the broadcast but will not rebroadcast the 

packet. The neighboring nodes such as node Y15, Y9 and Y6 that are far away from the 

source node(s) more than the neighboring node such as Y18, Y5 and Y3 and therefore, 

will act as relaying nodes. On the other hand, the inner neighboring nodes such as node 

Y7, Y10 and Y12 that are not located inside any relaying area will be prevented from 

relaying the packets. This novel defer-time-scheme will greatly reduce the number of 

redundant rebroadcast and reduces both contention and collision. The figure also 

shows that the overlap between neighboring sectors such as sector 3 and sector 5 

greatly decreased and the uncovered area between neighboring sectors also decreased. 

5.8 Summary 

By introducing the concept of relying area and by the usage of directional 

antennas, the proposed RDBR scheme can significantly reduce the total number of 

hops required to transmit a packet. The proposed RDBR scheme greatly reduces the 

number of redundant retransmissions and achieving high delivery ratio using only 

three relaying nodes per hop. Furthermore, in order to reduce the effect of nodes 

displacement from ideal locations on the performance of RDBR scheme, an improved 

RDBR scheme was proposed. The improved RDBR scheme reduces the effect of 

nodes displacement by utilizing the concept of gaps that was proposed in Chapter 4. 
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The proposed scheme achieves better reachability than the RDBR scheme in high 

density environments. It is worth noting that both of the proposed RDBR schemes can 

achieve high reachability and reduce latency, without degrading the system 

performance in terms of delivery ratio and overhead compared to other existing 

schemes. The detailed simulation based performance evaluation of the proposed 

RDBR schemes with existing broadcasting schemes are presented in next Chapter. 
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Chapter 6: Performance Evaluation 

 

This chapter presents a comprehensive performance evaluation of the proposed 

RDBR schemes using network simulations. The performance of these proposed 

schemes are compared with the Flooding and Distance-based scheme. The proposed 

schemes are implemented using NS-2 network simulator and the simulations are 

conducted by a number of different scenarios to investigate the performance under 

different network conditions. First of all, the performance evaluations focus on the 

efficiency in terms of capability for achieving high reachability while reducing both 

the number of retransmitting nodes and end-to-end delay. Second, the performance 

evaluations focus on the impact of the theorems of Lemma 3.1 and Lemma 4.2 on the 

different types of broadcasting relay schemes, especially in critical environments. The 

details of simulation environment, mobility model, performance measures and 

simulation results are presented in the following sections. 

6.1 Simulation Model 

The simulation used for the performance evaluations of the RDBR schemes is 

developed by the NS-2 network simulator version 3.5 [80][81]. The NS-2 is an open 

source discrete event simulation platform widely used for simulating both wired and 

wireless networks. Also, the NS-2 is a scalable simulation environment based on C++ 

and OTcl programming languages. Moreover, NS-2 is the most widely used network 

simulator for simulating mobile ad hoc networks [3][32][41][42][43][44][49][55][57]. 

The simulation platform developed for the evaluation of the proposed schemes 

considers a homogeneous mobile ad hoc network, in which all nodes are identical and 

have the same configuration. Two nodes can communicate with each other directly if 

and only if they are within the transmission range of each other. Therefore, the 
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Euclidean distance between these two nodes is at most the transmission range R. In the 

broadcasting process, a node is randomly selected to initiate a broadcasting message. 

The nodes are randomly deployed in a square area of 1000mx1000m. The transmission 

range of all nodes is equal to 250 meters, for both omni-directional and directional 

antenna models [56]. A Constant Bit Rate (CBR) traffic generator is used to generate 

traffic for data communication. CBR traffic is very well known and widely used traffic 

model for mobile Ad-hoc network. The MAC layer protocol used in the simulations is 

the IEEE standard 802.11 Distributed Coordination Function (DCF) [82] with no 

RTS/CTS/ACK mechanisms. 

The popular two-ray ground reflection model is adopted as the radio 

propagation model. In the simulations, all packets have the same length of 1024 bytes 

and network bandwidth is 2 Mb/sec. However, the packet sequence generated by each 

individual node is independent random process. The maximum waiting time, denoted 

as maxWait, for a node to rebroadcast a packet is setup as 0.01s. This value of 

maximum waiting time has been used quite often in MANET 

literature [32][42][43][44][49]. The number of nodes in the network is varied from 20 

to 200 nodes to evaluate the impact of node density (i.e. sparse and dense nodes 

distribution) on the performance. The average node degree (the number of 

neighbouring nodes within the transmission range of each node) varies approximately 

from 4 to 39 nodes1, representing low density and high density respectively. The 

duration of each simulation run is 100 seconds plus 30 seconds as the warm up time 

period, which is not taken into account in the performance evaluation.  

  

                                                           

1 𝜆 = (𝑁 − 1)
𝜋𝑟2

𝐴
, where A is network area (1000mx1000m) 
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Table 6.1: Simulation Parameters 

Simulation Parameter Value 

Simulator NS-2 (version 2.35) 

Network Area 1000mx1000m 

Transmission range 250m 

Bandwidth 2 Mbps 

Interface queue length 50 

Packet size 1024byte 

Traffic type CBR 

Packet rate 10 packets/sec 

Number of nodes 20, 40, 60,…, 200 

Number of trials 10 

Mac Layer Protocol IEEE 802.11 

Simulation Time 100 sec 

Confidence Interval 95% 

 

Since each simulation run is driven by independent pseudorandom process, 

then the numerical results obtained from different simulation runs are different from 

each other. Therefore, each scenario has performed by 10 independent simulation runs 

and the actual mean is within the range of said interval. In most cases, the error bars 

have been found to be quite small. The confidence intervals are not included in the 

graphs to avoid clutter. In the simulation set up, all nodes are equipped with ideally 

sectorized multi-beam directional antennas of 3, 6, 9 or 12 beams. Note that the 

simulations ignore the effect of both side lobes and the overlap between sectors 

because their impact on overall performance is negligible [54][69][70][83]. The 

simulation experiments described in this chapter are performed on a machine with Intel 

Core i7 @2.90 GHz processor and 6 GB RAM running Linux Ubuntu 12.04. It is worth 

to mention that the simulation setup and the parameter values used for evaluation are 

quite common and widely used in the literature [42][44][52][55][56] [57][84]. Table 

6.1 shows the detailed simulation environment and parameters values that have been 
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used in the evaluation of the proposed RDBR schemes. The network parameters listed 

in Table 6.1 remain fixed for all simulations. 

6.2 Broadcasting Scenarios and Their Measurements 

Extensive simulations are performed to study the benefits of the proposed 

RDBR schemes and comparing them with other broadcasting schemes, including 

Flooding and Distance-based broadcasting schemes both of which use omni-

directional antennas. To ensure fair comparison, these chosen ad hoc based 

broadcasting schemes can operate in the same critical environment. Furthermore, 

realistic simulation scenarios were generated which ensure equal conditions between 

the compared schemes. It makes no sense to compare the proposed RDBR schemes 

with location-based schemes, topology-based schemes and complex broadcasting 

schemes under the lack of both location and topology information, particularly when 

energy is a limited resource, as these broadcasting schemes would not operate properly 

in such a critical environment. The proposed RDBR schemes are the only integrated 

broadcasting schemes that use directional antennas to communicate omni-directionally 

and therefore can operate without any assumptions about location and topology 

information.  

The performance of the proposed RDBR schemes is compared with Flooding 

and DB scheme [12][13] using the following performance metrics: 1) Reachability, 2) 

Number of retransmitting nodes, and 3) End-to-end delay. These metrics are the most 

popular and widely used performance metrics currently being used in evaluating ad 

hoc based broadcasting schemes [42] [44][52][49][55][56] [57]. 
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1) Reachability, defined as r/e, where r is the number of nodes in the network that 

receives a broadcast packet and e is the number of nodes in the network that are 

reachable, directly or indirectly, from a source node. 

2) Number of Retransmitting Nodes, the number of nodes in the network that 

received the broadcast packet and retransmitted it i.e. the average number of 

nodes in the network which take part in broadcasting the packet. 

3) End-to-End Delay, the interval from the time the broadcast packet was sent by a 

source node to the time the last retransmitting node finished rebroadcasting the 

packet. 

6.3 Mobility Model 

In this section, an overview of the mobility model that is used in the 

performance evaluation of the proposed schemes is given. The mobility model used in 

this study is the Random Waypoint Mobility Model [76][77], which is one of the most 

widely used mobility models in simulating mobile ad hoc 

networks [32][42][43][44][49]. In this mobility model, nodes are randomly distributed 

over a given network area. Each node at the beginning of the simulation remains 

stationary for a certain period of time called pause time before starting a new 

movement. A node randomly selects a destination in the area and starts moving 

towards it with a constant speed. The speeds of the nodes were randomly selected from 

a uniform distribution in the range of [0, Vmax], where Vmax is the maximum allowable 

speed for every mobile node. After reaching the destination, the node waits for a 

certain pause time; it then selects a new random destination and speed. The mobile 

node then moves towards the newly selected destination with constant speed. This 

process continues until the simulation ends.  
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Node mobility is simulated using mobility scenes that are generated using the 

setdest utility of NS-2 simulator. The setdest utility is a popular mobility scene 

generator which generates node movement file according to the random waypoint 

mobility model. The continuous node mobility model has been used in the simulation, 

in which nodes are continuously moving until they reach their destination. As a result, 

the pause time of all mobility scenarios is set to zero. Many previous studies have 

shown that pause times of 20 seconds or above makes dynamic networks significantly 

stable [32][86][87]. Since this thesis considers broadcasting relay in a critical 

environment, the pause time is fixed to zero. This represents continuous node mobility 

without added stability.  

All nodes in the network are mobile nodes, including the source nodes, the 

destination nodes, as well as the relaying nodes; however, mobile nodes may not 

always be on move. Nodes may move at any time in any direction with different 

speeds, and may even sometimes move continuously without stop. This may in some 

cases result in loss of communication between neighboring nodes due to high speed 

and different directions, but in this work it is assumed that the communication time is 

much less that the time it takes a node to change its positions. It is worth noting that 

the mobility model and mobility parameters mentioned in this section have been 

widely used in simulation studies of MANET broadcasting 

schemes [32][41][42][43][49].  
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6.8.2 Delivery Ratio  

Figure 6.10 shows delivery ratio for each broadcasting scheme in each trial. As 

the severity of the network increases, each broadcasting scheme has a “breaking point” 

in terms of its ability to deliver packets. As can be seen from Figure 6.10, Flooding 

achieves the highest delivery ratio among all broadcasting schemes for Trial 1 and 

achieves the third highest delivery ratio for Trial 2. However, the Flooding scheme 

collapses after Trial 2 and delivery ratio decreases until it reaches 40% for Trial 5. This 

is due to the fact that as the number of trial increases, the severity of the network 

increases in terms of number of nodes, traffic load and node mobility. Flooding 

schemes suffer from both contention and collision due to increased number of nodes, 

high mobility and redundant retransmissions. This indicates that the Flooding is not an 

efficient broadcasting scheme and it can’t operate under extreme condition due to 

broadcast storm problem.  

The DB scheme achieves the second highest delivery ratio for Trial 1 and the 

highest delivery ratio for Trial 2. Likewise Flooding scheme, DB scheme also 

collapses after Trial 2. This is due to the fact that the DB scheme generates redundant 

retransmissions and therefore suffers from contention and collision. However, DB 

scheme achieves slightly better reachability than Flooding scheme. This is because DB 

scheme generates less redundant retransmission compared to Flooding. The RDBR-3 

scheme achieves the third highest delivery ratio for Trial 1 and second highest delivery 

ratio for Trial 2. Unlike both Flooding and DB schemes, RDBR-3 scheme does not 

collapse after Trial 2. It achieves the highest delivery ratio for Trial 3. However, the 

delivery ratio of RDBR-3 scheme starts to slightly decrease after Trial 3. The RDBR-

3 scheme achieves the second highest delivery ratio for Trial 4 and fourth highest 
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delivery ratio for Trial 5. The delivery ratio of RDBR-3 scheme for Trial 5 is above 

80% which is much more than both Flooding and DB schemes. The reason why 

RDBR-3 scheme achieves the third highest delivery ratio for Trial 1 is because of low 

connectivity in the network (low node density). Furthermore, the reason why the 

delivery ratio of RDBR-3 scheme starts to decreases after Trial 3 is due to increased 

collision and contention as result of increased node density, node mobility and traffic 

load. This indicates that the proposed RDBR-3 scheme is scalable and energy efficient 

broadcasting scheme which is able to achieve a delivery ratio of more than 80% in 

very severe network conditions.  

The RDBR-6 scheme achieves the fourth highest delivery ratio for both Trial 

1 and Trial 2. Furthermore, it achieves the second highest delivery ratio for Trial 3 

with the delivery ratio slightly less than RDBR-3 scheme. As for Trial 4 and 5, RDBR-

6 scheme outperform RDBR-3 scheme by achieving the highest delivery ratio among 

all broadcasting scheme. The reason why RDBR-6 scheme outperform RDBR-3 

scheme in severe network conditions (for Trial 4 to 5) is due to the fact that RDBR-6 

scheme has more sectors than RDBR-3 and therefore the relaying area size of RDBR-

6 is smaller than that of RDBR-3 scheme. The benefit of this in severe network 

conditions is that density of nodes is high and therefore the probability of finding a 

node at ideal location is very high. As a result, the collision among the nodes is less 

because the overlap is decreased as stated in Lemma 3.1. This indicates that the RDBR-

6 scheme is even more efficient than RDBR-3 scheme in very severe network 

conditions. Furthermore, this also proves the Lemma 4.2 in which it is that stated 

increasing the number of sectors and node density will ensure high delivery ratio even 

in severe network conditions.  
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As for RDBR-9 and RDBR-12 schemes, the most remarkable observation is 

that both schemes outperform Flooding and DB scheme for Trial 3 and above. The 

RDBR-9 and RDBR-12 schemes also outperformed RDBR-3 scheme for Trial 5. This 

indicates that RDBR-9 and RDBR-12 schemes are efficient broadcasting schemes. The 

reason why the delivery ratio of RDBR-9 and RDBR-12 scheme was low for Trial 1 

and Trial 2 is due to low connectivity and large number of sectors. Furthermore, the 

reason why RDBR-9 and RDBR-12 schemes outperformed RDBR-3 for Trial 5 is the 

same justification for RDBR-6 when it outperformed RDBR-3 scheme. However, the 

delivery ratio of RDBR-12 is less than RDBR-9 which is in turn less than RDBR-6 

scheme for all trials and specifically for Trial 4 and 5. The is due to the fact that the 

number of sectors of RDBR-9 and RDBR-12 schemes are more than that of RDBR-6 

and therefore the probability of finding a node at ideal location for a given node density 

is higher in RDBR-6 than both RDBR-9 and RDBR-12. In order for RDBR-9 and 

RDBR-12 scheme to achieve the same level of reachability of RDBR-6 or even 

outperform it, the number of nodes in the network must be beyond 200 nodes. 

However, this is a special condition and whenever this condition is met both RDBR-9 

and RDBR-12 scheme probably outperform RDBR-6 scheme.  
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 Figure 6.10: Delivery ratio as severity of network increases 

 

6.8.3 Number of Retransmitting Nodes 

Figure 6.11 shows the number of retransmitting nodes for each trial. The 

number of retransmitting nodes required by each broadcasting scheme increases as the 

severity of the network increases. This should be expected because as network severity 

increases the node density in the network increases and therefore the number of 

required retransmitting nodes by each broadcasting scheme also increases. The main 

observation about the number of retransmitting nodes for Flooding and DB is that as 

network severity increases the number of retransmitting nodes increases until it 

reaches Trial 3. After Trial 3, the level of increment in number of retransmitting node 

is less than the level of increment in Trials from 1 to 3. The reason is that the delivery 

ratio of both Flooding and DB scheme decreases as network severity increases (as 

shown in previous section) which in turn affect the number of retransmitting node. 
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Another reason is as stated earlier, the increased contention and collision due to 

increased node density, node mobility and traffic load.  

As for RDBR schemes, the number of retransmitting nodes also increase with 

increasing network severity. RDBR-3 scheme required more retransmitting node 

followed by RDBR-6, RDBR-9 and RDBR-12, respectively. As stated earlier, RDBR 

schemes use fixed number of retransmitting node for each broadcast rely. However, 

the reason of increment in the number retransmitting node is due to increment in node 

density. This is already explained in Section 6.8.1.1. There are two main observations 

about RDBR schemes: First, the number of retransmitting node required by RDBR-3 

scheme increases with increasing network severity until it reaches Trial 4 after which 

the number of retransmitting node decreases. Second, the number of retransmitting 

node required by RDBR-6, 9 and 12 are less than that of RDBR-3 given that these 

schemes outperformed RDBR-3 in terms of delivery ratio (see previous section). The 

reason why the number of retransmitting node required by RDBR-3 scheme decreases 

after Trial 4 is because the delivery ratio of RDBR-3 scheme was dropped after Trial 

4 as shown in previous section.  

Furthermore, one of the reasons why other RDBR schemes require less number 

of retransmitting node than RDBR-3 scheme despite the fact they achieve higher 

reachability than RDBR-3 scheme is due to the minimum overlapping between 

neighboring nodes. In fact, RDBR-6, RDBR-9 and RDBR-12 schemes didn’t 

outperform RDBR-3 scheme by achieving higher reachability instead they managed 

to overcome the effect of contention and collision. All RDBR schemes other than 

RDBR-3 scheme are less susceptive to collision and contention because these schemes 

use less number of retransmitting nodes due to low density. This can be seen in Figure 

6.11 in which all RDBR-6, RDBR-9 and RDBR-12 schemes achieved high 
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reachability but not 100% reachability due to low node density whereas other nodes 

achieved almost 100% reachability due to absence of high traffic load.  This indicates 

that RDBR-6, RDBR-9 and RDBR-12 schemes are more efficient than the remaining 

broadcasting schemes and even more efficient that RDBR-3 in severe networks 

conditions. 

 

 
 Figure 6.11: The number of retransmitting nodes as severity of network increases 

 

6.8.4 End-to-end Delay  

Figure 6.12 shows end to end delay as network severity increases. The end-to-

end delay results follow the trends shown in Figure 6.12. The end-to-end delay by each 

broadcasting scheme increases as the severity of the network increases. This should be 

expected because as network severity increases, contention and collision in the 

network also increases and as a result the end-to-end delay of each broadcasting 
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scheme also increases. However, the main observation from Figure 6.12 is that the 

end-to-end delay of both Flooding and DB schemes increase exponentially with 

increasing network severity whereas the end-to-end delay of RDBR scheme is much 

less than both the schemes. The end-to-end delay of both Flooding and DB schemes 

starts to exponentially increase after Trial 2. This is due to the fact that as trials increase 

the number of nodes, mobility and traffic load also increases in the network. As a 

result, contention and collision increases in the network which eventually results in 

increased delay.  

 

Figure 6.12: End-to-end delay as severity of network increases 

 

As stated earlier, Flooding and DB schemes rely on redundant retransmissions 

to achieve high reachability and when network severity increases the situation gets 

worsen. More nodes try to rebroadcast at the same time which causes both contention 
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and collision. On the other hand, RDBR schemes are less susceptive to contention and 

collision as shown in previous two sections and generate less delay. This indicates that 

RDBR schemes are more robust in severe network conditions than both Flooding and 

DB schemes. Among the RDBR schemes, RDBR-6 and RDBR-9 and RDBR-12 are 

the best performers as they achieved the highest reachability among all broadcasting 

node whiling requiring less retransmitting nodes and reduced delay. Furthermore, 

RDBR-6 scheme is the most robust among all broadcasting scheme due to high 

reachability and low end-to-end delay. 

In summary, the proposed RDBR schemes were able to outperform both 

Flooding and DB scheme in extreme network conditions with high node density, high 

node mobility and high traffic load. However, the main observation was that the 

proposed improved RDBR-6 scheme was able to outperform RDBR-3 scheme in terms 

of delivery, number of retransmitting nodes and end-to-end delay in Trials 4-5. The 

reason behind this is that the proposed improved RDBR-6 scheme was originally 

designed to reduce contentions and collision in the system by reducing the overlap 

between neighboring nodes. This was possible by using the concept of gaps which was 

proposed in this research work.  
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Chapter 7: Conclusion and Future Work 

 

In this dissertation, the broadcast storm problem and conventional ad hoc based 

broadcasting schemes were studied in details. New efficient ad hoc based broadcasting 

schemes have been proposed to overcome problems with existing broadcasting 

schemes such as higher redundant retransmissions, higher end-to-end delay, 

contention, collision, bandwidth consumption and energy consumption. The RDBR 

schemes have been proposed to provide efficient broadcasting in critical ad hoc 

environment without relying on topology, location and AoA information using 

directional antennas. Unlike RDBR scheme, the improved RDBR scheme was able to 

solve the contention and collision problems in high density, mobility and traffic 

environments. Some important findings and future work are also presented in this 

chapter.  

7.1 Conclusion 

Mobile ad hoc networks have gained increasing attention lately by both 

academia and industry to utilize MANET in critical environments such as military, 

sensor networks and disaster recover. This is not surprising, given the ability of ad hoc 

networks to construct efficient networks without requiring any pre-configurations or 

physical infrastructure. The performance of mobile ad hoc networks greatly depends 

on the message dissemination technique being used. Broadcasting forms the basis for 

many message dissemination techniques in MANET. Therefore, in order to increase 

the delivery ratio and decrease packet loss, it is crucial to design an efficient 

broadcasting scheme that can suppress the broadcast redundancy significantly while 

maintaining high reachability. However, achieving high reachability while reducing 

both redundant retransmission and end-to-end delay is a challenging problem. The 
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problem gets even more sophisticated in absence of topology, location and AoA 

information.  

The major focus of this research dissertation is to investigate an efficient ad 

hoc based broadcasting scheme for critical environments using directional antennas 

without relying on node location, network topology and AoA calculations. In this 

dissertation, an efficient ad hoc based broadcasting scheme, called Random 

Directional Broadcasting Relay (RDBR), is proposed. The RDBR scheme is able to 

reduce the number of rebroadcasting nodes and end-to-end delay while achieving high 

reachability. In order to further improve the performance of the proposed RDBR 

scheme in complex environments with high node density and high traffic load, an 

improved RDBR scheme is proposed. Both proposed schemes focus on the reduction 

of the number of redundant retransmissions, end-to-end delay, bandwidth consumption 

and energy consumption by selecting a subset of neighboring nodes to relay the packet 

using directional antennas without relying on node location, network topology and 

complex angle-of-arrival (AoA) calculations. The improved RDBR scheme uses a 

concept of “gaps” to minimize the overlap between selected relaying nodes in high 

density environments. The concept of “gaps” is able to reduce both contention and 

collision and at the same time achieve high reachability in high density environment.  

The proposed RDBR schemes use the fixed beam directional antenna model to 

transmit messages among neighboring nodes. However, any other directional antenna 

model can be used such as single beam or adaptive beam directional antenna models. 

Directional antennas have shown their ability in better utilization of scare network 

resources such as bandwidth and energy consumption. Furthermore, directional 

antennas also showed their ability in minimizing wireless interferences between 

neighboring nodes when compared to omni-directional antennas. In this work, the 
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directional antennas are only used to overcome the absence of GPS location, i.e. other 

features of directional antenna such as longer transmission range are not used.  

Extensive simulation based performance evaluations have been conducted to 

investigate the performance of the proposed RDBR schemes using Random Walkway 

mobility model. The performance of the proposed RDBR schemes is compared with 

flooding and Distance-based schemes both of which utilize omni-directional antennas 

for transmission. Simulation results show that both proposed RDBR and improved 

RDBR schemes achieve high reachability while reducing end-to-end delay and the 

number of retransmitting nodes especially in high density environments. In addition to 

the performance improvements achieved by RDBR schemes over existing schemes, 

the main observation however is that the performance improvements of RDBR 

schemes do not come at the cost of extra overhead whether it is communication cost 

or computing power. This feature represents the key achievement of this research work 

and proves the efficiency of the proposed RDBR schemes. The main contributions of 

this research work can be summarized as follows: 

 
(1) Investigation of the efficiency of broadcasting relay in critical ad hoc network 

environment using theoretical modeling and analysis basis. Note that the most 

research works in this field are evaluated by simulations. The theoretical model and 

analytical evaluations presented in this dissertation are able to provide an alternative 

approach for future research work in this field.    

(2) This research work has investigated the impact of node location and broadcasting 

angle on the efficiency of broadcasting relay in critical ad hoc environment using 

theoretical analysis. Furthermore, the impact of nodes displacement from ideal 

locations on the total coverage area in terms of distance and angle has also been 

investigated theoretically. 
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(3) In this research work, two efficient ad hoc based broadcasting schemes are proposed 

i.e. RDBR and improved RDBR schemes. The proposed schemes are more suitable 

to be deployed in hostile environments such as disaster evacuation and military 

operations. 

(4) In this work, different directional antennas models have been discussed and the 

widely multi-beam directional antenna model has been used in this study. The 

proposed RDBR schemes do not put any condition on the type of antenna to be used. 

Any directional antenna model can be used. The directional antennas model was 

implemented in NS-2 environment.  

(5) The performance of the proposed schemes has been compared with flooding and 

distance-based schemes in terms of reachability, end-to-end delay and number of 

retransmitting nodes. Furthermore, simulation evaluations are associated with the 

theoretical analysis as the justification, especially the impact of host mobility, host 

location and broadcasting angle.  

7.2 Future Work 

The theoretical analysis and simulation results presented in this dissertation 

have demonstrated the efficiency of the proposed RDBR scheme and its improved 

version. However, several future works open up to improve the performance of the 

proposed RDBR schemes. This section briefly discusses some of the possible future 

works to improve the proposed RDBR schemes. This research work can be extended 

along the following research directions. 
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7.2.1 Considering disconnected network problem: 

Even though this work uses directional antenna for transmitting packets among 

neighboring nodes, it does not consider the disconnected network problem. This 

problem can arise due to several factors such as battery drainage, high mobility and 

low node density. Directional antennas have the capability to reach out far nodes by 

concentrating the signal to specific direction. In the future, we are planning to extend 

this work to tackle the disconnected network problem by utilizing long range of 

directional antennas. This can be done by using sweeping feature of directional 

antennas. Instead of using all beams of directional antennas together which equally 

distribute the energy of the antennas, sweeping of beams can be used to reach out far 

away nodes by concentrating energy in each direction. Unlike existing schemes which 

may face sweeping delay due to large number of antennas beams being used, the 

proposed RDBR scheme may require the least delay due to the limited number of 

antennas beams.  

To further improve the performance of the proposed RDBR schemes in terms 

of improving the bandwidth utilization and reducing the interference between 

neighboring nodes. We plan to enhance the proposed RDBR schemes by utilizing an 

adaptive directional antenna model in which the beamforming angle θ is dynamically 

adjusted to make it more suitable to the local node density environment. In fact, 

adaptive directional antennas have the capability of adjusting the width of beams as 

well as changing the direction of beams towards the intended destination.   
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7.2.2 Considering non-uniform distribution of nodes: 

In this research work, the proposed RDBR schemes were tested in ad hoc 

network environment in which nodes were uniformly distributed. However, it would 

be an interesting future work to test the proposed RDBR scheme in more sophisticated 

ad hoc environments were nodes are distributed arbitrary i.e. nodes are not evenly 

distributed in the network. This represents a diverse network topology in which part 

or parts of the network significantly differ in mobile nodes density volumes. Several 

factors such as node mobility, battery drainage, and node destructions may lead to 

nodes to be non-uniformly distributed. The proposed original RDBR scheme might 

not face a big problem tackling this problem due to the large transmission range of 

each directional antenna beam. However, the main problem occurs in improved RDBR 

scheme in which the number of directional antennas is six or even more.  

In improved RDBR scheme, the node randomly selects 3 sectors out of 6 

sectors are potential relaying sector. The remaining sectors on the other hand just drop 

the packet and does not rebroadcast. The problem here is that the random selection of 

sectors may lead in selection of sectors with no nodes or sectors with few nodes which 

are located at close distance to the source node. This will greatly affect the performance 

of the proposed improved RDBR scheme in terms of delivery ratio. In future work, we 

are planning to further investigate this problem and come up with better solution to 

solve this problem. One possible solution would be selecting the gaps as relying sectors 

in case the source node does not hear back from a particular directional antenna beam. 

It would be interesting to investigate the effect of selecting a neighboring gap as 

relaying sector instead of the original sector which does not contain any node.  
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7.2.3 Considering different mobility models: 

In this research work, only the widely used Random Walkway Mobility 

(RWM) model was used to measure the performance of the proposed schemes. The 

proposed schemes were able to remain stable under different mobility levels. It would 

be interesting to measure the performance of the RDBR schemes using different 

mobility models. This could be an important future work as different ad hoc 

environments may need different mobility model which suits that particular 

environment.  

7.2.4 Considering different network settings: 

In this research work, the proposed schemes were developed assuming a unit 

disk representation of the transmission range. It would be interesting to consider a non- 

disk representation of the transmission range where obstacle are present. Furthermore, 

in the proposed distance-based defer time, only the distance was considered as the 

criteria to select the relaying nodes. However, this might lead to a situation where the 

same node will be selected as relaying nodes several times which will greatly consume 

the limited battery power of that particular node. Therefore, it would be interesting to 

include the remaining battery power of the node as a criteria to select relaying nodes. 

Other important parameters that need to be considered in the future work include: Fault 

tolerance, QoS and opportunistic networks.  
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